Development and validation of an international appraisal instrument for assessing the quality of clinical practice guidelines: the AGREE project

The AGREE Collaboration*

Background: International interest in clinical practice guidelines has never been greater but many published guidelines do not meet the basic quality requirements. There have been renewed calls for validated criteria to assess the quality of guidelines.

Objective: To develop and validate an international instrument for assessing the quality of the process and reporting of clinical practice guideline development.

Methods: The instrument was developed through a multi-staged process of item generation, selection and scaling, field testing, and refinement procedures. 100 guidelines selected from 11 participating countries were evaluated independently by 194 appraisers with the instrument. Following refinement the instrument was further field tested on three guidelines per country by a new set of 70 appraisers.

Results: The final version of the instrument contained 23 items grouped into six quality domains with a 4 point Likert scale to score each item (scope and purpose, stakeholder involvement, rigour of development, clarity and presentation, applicability, editorial independence). 95% of appraisers found the instrument useful for assessing guidelines. Reliability was acceptable for most domains (Cronbach’s alpha 0.64–0.88). Guidelines produced as part of an established guideline programme had significantly higher scores on editorial independence and, after the publication of a national policy, had significantly higher quality scores on rigour of development (p<0.005). Guidelines with technical documentation had higher scores on that domain (p<0.0001).

Conclusions: This is the first time an appraisal instrument for clinical practice guidelines has been developed and tested internationally. The instrument is sensitive to differences in important aspects of guidelines and can be used consistently and easily by a wide range of professionals from different backgrounds. The adoption of common standards should improve the consistency and quality of the reporting of guideline development worldwide and provide a framework to encourage international comparison of clinical practice guidelines.

Clinical practice guidelines are now a common feature of clinical practice and are of interest worldwide. They are expected to facilitate more consistent, effective and efficient medical practice, and improve health outcomes. Governments, professional associations, and healthcare organisations are increasingly sponsoring the development and dissemination of clinical guidelines. There is also a growing number of guidelines developed by European or international groups.

Although the principles for the development of sound guidelines are well established, many published guidelines fall short of the basic quality criteria identified in two recent studies. Defining the quality of guidelines is not straightforward. In principle a “good” guideline is one that eventually leads to improved patient outcome. It needs to be scientifically valid, usable, and reliable. However, this evidence is rarely available. Often the best that can be expected is some information on whether the guideline producers have attempted to minimise all the biases that can occur in the complex process of creating a guideline and how well this is reported.

As the number of published guidelines proliferates, there have been calls for the establishment of internationally recognised standards to improve the development and reporting of clinical guidelines. Moreover, there is a pressing need for internationally recognised criteria that are valid, reliable, and useful for various assessment purposes in different countries, both for guideline developers and clearing houses as well as individual users of guidelines.

In response, an international group of researchers from 13 countries—the Appraisal of Guidelines, REsearch and Evaluation (AGREE) Collaboration—has developed and validated a generic instrument that can be used to appraise the quality of clinical guidelines. The AGREE instrument is designed to assess the process of guideline development and how well this process is reported. It does not assess the clinical content of the guideline nor the quality of evidence that underpins the recommendations. In this paper we report the development and validation of the AGREE instrument.

METHODS
A multi-staged approach was used that included an item generation, selection and scaling process, and field testing and refinement procedures.

Item generation, selection, and scaling
To develop the framework for the instrument, quality was defined as the confidence that the biases linked to the rigour of development, presentation, and applicability of a clinical practice guideline have been minimised and that each step of the development process is clearly reported. We considered the following five theoretical domains:

• scope and purpose;
• stakeholder involvement;
• rigour of development;
• clarity and presentation;
A small working group (FC, JB, RG, PL) generated an initial list of 82 items from validated appraisal instruments and relevant literature that addressed these domains. The working group examined the list for coverage, overlap and content validity, and reduced it to 34 items. The list and a user guide describing the items were pretested on two Dutch and two English guidelines and refinements were made in response to the comments received.

The refined list and user guide were then circulated to all the AGREE partners and to 15 international experts for their views on the clarity, comprehensiveness, relevance, and ease of use. In addition, the AGREE partners were asked to apply the instrument to two guidelines each. The feedback from this process led to reformulation of ambiguous items and removal of overlapping and value laden items. The result was the first draft instrument comprising 24 items grouped into the five domains identified in the development phase. We also modified the user guide to reflect changes made to the items. A 4 point Likert scale was used to score each item (1= strongly disagree, 2=disagree, 3=agree, 4= strongly agree). A 3 point scale (1 = not recommend, 2 = recommend with provisos or modifications, 3 = strongly recommend) was used to score an overall judgement on whether the guideline ought to be recommended for use.

Field testing and refinement

The AGREE collaborators field tested the instrument following a research protocol that covered selection criteria for the guidelines, methods for recruiting appraisers, and time scales (Box 1). Each country coordinated the appraisal of at least seven guidelines. Each guideline was assessed independently by four appraisers and, where possible, each appraiser assessed two guidelines. The appraisers received a standard letter with instructions on how to complete the instrument. Most used an English version of the draft AGREE instrument. If necessary, the materials or the user guide only were translated to ensure appraisers’ understanding of the items. Feedback on the instrument, user guide, and the appraisal process was solicited with a standard letter, translated into a national language where necessary.

The field test was conducted in winter 1999–2000 with the 24-item draft instrument. For this phase, 100 guidelines from 11 countries (mode=8, range 7–22) were evaluated by 194 appraisers. The results of this field test were reviewed at an AGREE workshop in spring 2000 and the instrument and user guide were refined in response to the results. The final version of the instrument underwent further field testing in autumn 2000. In this phase a random sample of three guidelines per country from the original 100 were assessed by 70 newly recruited appraisers.

Data analysis

Mean item scores for each guideline were calculated by averaging the scores across the four appraisers. Standardised domain scores for each guideline were calculated by summing scores across the four appraisers and standardising them as a percentage of the possible maximum score a guideline could achieve. Mean item and standardised domain scores were used in the analyses unless otherwise noted below.

To guide the refinement of the instrument from the draft version to the final version, a principal components analysis was undertaken with data from the first field test. The mean item scores for each of the 100 guidelines were included in the analysis, with the eigen value limit set at 1 and the criterion for the minimum loading score set at 0.52.

Final instrument properties

Reliability

Two measures of reliability were conducted:

1. Using mean item scores, the Cronbach α coefficient was calculated to measure internal consistency of each domain of the final instrument.

2. Intraclass correlations (ICC) were calculated to assess the reliability within each domain. ICs based on single appraisers’ ratings and the means of two, three, and four appraisers were calculated.

Validity

Several measures of validity were considered:

1. Face validity: appraisers’ attitudes about the instrument and user guide were collected by questionnaire and used to assess face validity.

2. Construct validity: three hypotheses were considered for tests of construct validity:

   a. Established guideline programmes have opportunities to compose and refine guideline development methodologies, create efficiencies of process, and access committed funds. It was therefore hypothesised that guidelines originating from established programmes would have higher domain scores than those produced outside an established system. To test this hypothesis, a series of one way ANOVAS on quality scores was undertaken for each domain with type of guideline programme (established/not established) as the between subject factor.

   b. It can be argued that guidelines supported by well documented technical information—either within the guideline itself or as part of supporting reports or publications—will have domain scores higher than those without this documentation. To test this notion, Kendall’s tau B rank correlation tests on quality scores for each domain were undertaken.

   c. Guidelines developed as national policies should be particularly robust because of the authority conferred on them. It was therefore predicted that guidelines created on a national level should be of higher quality than regional or local ones. To test this notion a series of one way ANOVAS on quality scores was undertaken for each domain with level status (national/other guidelines) as the between subject factor.

3. Criterion validity: as there is no gold standard in this area, participants’ overall assessment scores were used as a proxy measure. Assessments of criterion validity were assessed by calculating the Kendall’s tau B rank correlation coefficients.
between the appraisers’ domains scores and the overall assessment scores.

RESULTS

The median time for appraising a guideline was 1.5 hours in both field studies. This included reading the guideline and completing the instrument. All appraisals were completed and returned.

Refinement of instrument

Principal components analysis of the draft instrument items yielded a five-factor solution that generally supported the domains of quality identified in the development phase. Table 1 shows the list of items and their loading (correlation) coefficients on each of the five domains from the rotated factor matrix.

Editorial independence appeared to load on several domains. In response, it was shifted to a sixth domain in the final version of the instrument and a new item addressing conflicts of interest was included. Two items—“The guideline is clearly structured” and “The potential problems with changes of attitude or behaviour of health care professionals in applying the guidelines have been considered”—were removed from the final version of the instrument because of

### Table 1  Domain structure for guideline quality obtained from principal components analysis, mean (SD) values of domain scores, and percentage of variance explained by each domain (item numbers represent the order in the instrument)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Coefficient*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scope and purpose</td>
<td>0.594</td>
</tr>
<tr>
<td>Stakeholder involvement</td>
<td>0.768</td>
</tr>
<tr>
<td>Rigour of development</td>
<td>0.702</td>
</tr>
<tr>
<td>Clarity and presentation</td>
<td>0.594</td>
</tr>
<tr>
<td>Applicability</td>
<td>0.763</td>
</tr>
<tr>
<td>Editorial independence</td>
<td>0.750</td>
</tr>
</tbody>
</table>

*Coefficients from varimax rotated factor matrix.

### Table 2  Intrarater reliability and internal consistency for each quality domain (n=33)

<table>
<thead>
<tr>
<th>Domains</th>
<th>Intraclass correlation*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Scope and purpose</td>
<td>0.44 0.61 0.70 0.76 0.88</td>
</tr>
<tr>
<td>2. Stakeholder involvement</td>
<td>0.47 0.64 0.72 0.78 0.82</td>
</tr>
<tr>
<td>3. Rigour of development</td>
<td>0.71 0.83 0.88 0.91 0.88</td>
</tr>
<tr>
<td>4. Clarity and presentation</td>
<td>0.25 0.39 0.49 0.57 0.69</td>
</tr>
<tr>
<td>5. Applicability</td>
<td>0.50 0.67 0.75 0.80 0.79</td>
</tr>
<tr>
<td>6. Editorial independence</td>
<td>0.34 0.51 0.61 0.67 0.64</td>
</tr>
</tbody>
</table>

*The Spearman-Brown formula to obtain the ICC for the mean of k ratings from the ICC of 1 rating is: ICC_k = k * ICC_1 / (1 + (k - 1) * ICC_1).
Table 3  Standardised guideline scores and their confidence intervals for each domain according to guideline programme, level of background information, and national policy

<table>
<thead>
<tr>
<th>Domain 1</th>
<th>Domain 2</th>
<th>Domain 3</th>
<th>Domain 4</th>
<th>Domain 5</th>
<th>Domain 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>All guidelines (n=33)</td>
<td>69.3</td>
<td>36.1</td>
<td>40.7</td>
<td>65.8</td>
<td>36.9</td>
</tr>
<tr>
<td>Guideline programme Developed within a guideline programme (n=20)</td>
<td>68.2</td>
<td>35.6</td>
<td>44.2</td>
<td>66.6</td>
<td>34.9</td>
</tr>
<tr>
<td>Guideline programme Outside a guideline programme (n=13)</td>
<td>70.9</td>
<td>36.9</td>
<td>35.3</td>
<td>64.4</td>
<td>39.8</td>
</tr>
<tr>
<td>Level of background information No information (n=7)</td>
<td>63.5</td>
<td>29.5</td>
<td>38.1</td>
<td>30.4</td>
<td>12.6</td>
</tr>
<tr>
<td>Level of background information Some information/references (n=10)</td>
<td>67.2</td>
<td>31.1</td>
<td>29.4</td>
<td>29.4</td>
<td>26.1</td>
</tr>
<tr>
<td>Level of background information Detailed documentation (n=16)</td>
<td>73.1</td>
<td>42.1</td>
<td>55.1</td>
<td>41.0</td>
<td>32.8</td>
</tr>
<tr>
<td>National policy Guidelines developed before (n=13)</td>
<td>71.2</td>
<td>34.2</td>
<td>29.0</td>
<td>41.8</td>
<td>25.9</td>
</tr>
<tr>
<td>National policy Guidelines developed after (n=20)</td>
<td>64.8</td>
<td>37.3</td>
<td>48.3</td>
<td>33.6</td>
<td>33.1</td>
</tr>
</tbody>
</table>

*p<0.05, **p<0.01.

Final instrument properties

Reliability

Internal consistency ranged between 0.64 and 0.88 and was acceptable for most domains (table 2). The lower α coefficient found for domain 6 (editorial independence) was not surprising as this domain was composed of only two items. Table 2 also shows the intraclass correlations for each domain as a function of the number of raters. As would be expected, the number of appraisers evaluating a guideline affected reliability; increasing the number of raters resulted in substantially higher ICCs.

Validity

Face validity

Results from the first field test indicated that the appraisers found the instrument useful to assess guidelines (95%) and the user guide helpful (98%). However, almost half of the participants reported having difficulties with at least one item of the instrument (49%). The most commonly reported problem was that guidelines lacked the detailed information necessary to assign a score. After refinement of the instrument, results from the second field test showed that the percentage of appraisers reporting difficulties with at least one item in the instrument decreased to 29%.

Construct validity

Tests of the first hypothesis showed that guidelines produced as part of a guideline programme had significantly higher scores on domain 6 (editorial independence) than those published outside a programme (p<0.05). Tests of the second hypothesis showed that guidelines with technical documentation had higher scores on domain 3 (rigour of development) than those published without documentation (p<0.01). Finally, tests of the third hypothesis revealed that guidelines produced after the publication of a national policy had significantly higher quality scores on domain 3 (rigour of development) than did their counterparts (p<0.05). No other significant differences emerged on any of the other domains for any of the contrasts (table 3).

Criterion validity

Kendall’s tau B rank correlation coefficients between the appraisers’ domain scores and their overall assessments were all highly significant (p<0.001), providing some evidence of criterion validity using this proxy measure. Table 4 shows the correlation matrix of the six quality domains. With one exception, the domains tended to be more highly correlated with overall judgement than with each other.

DISCUSSION

This is the first time an appraisal instrument for clinical practice guidelines has been developed and tested at an
When interpreting the results, several considerations must be kept in mind. Firstly, the factor analysis confirmed our conceptual framework, lending support to the assumption that the quality of clinical guidelines is composed of distinct domains, each assessing key quality attributes. However, the concept of guideline quality is still grounded in assumptions that need testing empirically, and we do not know the relative contribution of each domain to the overall quality of a guideline. Construct validity, based on three a priori hypotheses, was not strong. It was somewhat surprising to observe that construct validity was not strong. It was somewhat surprising to observe that the quality of clinical guidelines is composed of distinct domains, each assessing key quality attributes. However, the concept of guideline quality is still grounded in assumptions that need testing empirically, and we do not know the relative contribution of each domain to the overall quality of a guideline. Construct validity, based on three a priori hypotheses, was not strong. It was somewhat surprising to observe that construct validity was not strong. It was somewhat surprising to observe that
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Key messages

The problem
Clinical practice guidelines are used increasingly by government agencies and professional organisations around the world to improve patient care, but many published guidelines do not meet the basic quality criteria. There is a pressing need for internationally recognised criteria to assess guidelines that are valid and reliable.

What this study adds
- An international collaboration, the AGREE Collaboration, has developed an instrument for assessing the process of guideline development which is acceptable in Europe and non-European countries.
- It was not possible to confirm the validity of the instrument.
- The instrument provides common standards to improve the quality process and reporting of guideline development worldwide.
- These standards can be used for the planning, execution, and monitoring of guideline programmes and for comparing guidelines internationally.
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